> _ Prompt Engineering Cheat Sheet

Designing inputs (prompts) to optimize outputs from Benefit Description Limitation Description
Al models like ChatGPT. Better Well-crafted prompts produce more relevant and Trial-and-Error |Often requires iteration to find the best
Accuracy precise answers. Needed phrasing.
.. Improved Reduces the need for repeated refinement or trial- | |Lack of May produce inconsistent results across
Core Principles Pr P _ ¥ produce inconsi Y
Efficiency and-error. Consistency sessions or runs.
U1 Be specific: Avoid vague instructions. Flexible ; ; i i
| Allows customization of Al behavior and tone. Misunderstood |Al might misinterpret vague or ambiguous
Q Be clear: Simple, direct language works best. Control _ 4 Context ~ |prompts.
Task |Enables a single model to perform various tasks Model Cannot force the Al to go beyond its training
U Add context: Include background or examples. o —_ . .
Versatility ((summarization, translation, etc.). | /Boundaries knowledge.
U Iterate: Refine prompts based on outputs. No Code INon-technical users can optimize output without Data Sensitivity |Can unintentionally leak sensitive data if not
i i Required |programming. Issues |crafted carefully.
d o U (J - 2Ild U [J U e
. . . . . How to Ask U Use numbered/bulleted lists for clarity. O Clearly separate instructions and inputs.
A prompt is a set of instructions, questions, or examples given to an Al
_— , . . : se quotes or delimiters for text blocks. examples when needed.
Great Prompts? =Nl delimiters f block 0 Add les wh ded
model to guide its response or output. Here’s a simple, flexible format to
design effective prompts: Example: Types of Prompt Engineering
v [Role/Context] You are a & Role/Context Prompt Type Description Example
v' [Instruction/Task] Cybersecurity expert. Zero-shot No examples provided; relies on model's general ability. |"Translate 'Hello' to Spanish."
. Explain phishing in < Instruction/Task "Translate 'Hello' to Spanish: Hola. Translate 'Goodbye'
v [Input Data (optional)] simple terms One-shot One example is given to guide the model. to Spanish.” P y
v [Output Format (optional)] | yse pyllet points. & Output Format _ _ "Translate: 'Hello' = Hola, 'Thanks' - Gracias, 'Please’
Few-shot Multiple examples included to show pattern. Nt
iction-based  |Direct command or task in the prompt. ~_|"Summarize the paragraph in 2 lines."

Common Use Cases Instruction-based
[ vy A B Prompt asks the model to explain its reasoning step-by-

in-nf- n _ _ . + —n
Task Prompt Example C_h_alnifThought_ sep. u . _Solve the math problem step-by-step: 23 + 47
Summarization "Summarize this news article in 3 bullet points.” Contextual Includes background/context to guide the answer. Given this resume, write a professional bio.
- . . Role-based Assigns a specific role or persona to the model. "You are a doctor. Explain flu symptoms to a patient."
Translation "Translate the following to French: 'Good morning." 8 pech L - - - ! Xpain Tu symp patt
- - - - . . |Ask the model to evaluate or improve its previous ; , , N
Coding "Write a Python function to reverse a string." Reflexive prompting answer Recheck and improve your previous response.
Role-play "Act as a cybersecurity expert. Explain phishing." Multimodal ) o . "Describe what's happening in this image." (for
. . v - . - " . Combines text with images or other inputs. )
Brainstorming List 10 creative blog ideas for Al in healthcare. prompting multimodal models)
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