



Nexus ACI Interview Questions and Answers
Ques 1. What are 2 modes of Operation in which nexus 9000 Series switches can be configured in?
2 modes in which Nexus 9000 Series can operate are - 
· NX-OS mode
· ACI Mode

Ques 2. What is ACI Spine-Leaf Architecture?

In today’s IT world, Applications are increasingly deployed in a distributed fashion which leads to increased east-west traffic. Traditional 3-Tier Data Centers are unable to meet the high bandwidth and low latency demands. This is where Leaf-Spine 2-layer network topology (composed of leaf switches and spine switches) addresses the challenges faced in traditional network architecture.
Leaf-Spine 2-layer data center network topology that's useful for data centers that experience more east-west network traffic than north-south traffic. The topology is composed of leaf switches (to which servers and storage connect) and spine switches (to which leaf switches connect). Leaf switches mesh into the spine, forming the access layer that delivers network connection points for servers. APIC Controllers (responsible for providing a unified point of automation and management, policy programming, application deployment, and health monitoring for the ACI fabric) also connect to Leaf nodes.
The ACI fabric appears as a single switch to the outside world, capable of bridging and routing. Moving Layer 3 routing to the access layer would limit the Layer 2reachability that modern applications require. In ACI, all the links work in Active-Active mode (ECMP) to allow higher throughput and fast convergence.
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Ques 3. In ACI Mode, can we connect one Spine directly to other Spine?
No, ACI architecture does not allow one Spine to connect directly to other Spine.
Ques 4. In ACI Mode, can we connect one Leaf directly to other Leaf?
No, ACI Architecture does not allow Leafs to directly connect to each other. Any Leaf to leaf communication will need to happen through the Spine.
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Ques 5. In ACI mode deployment, how many controller are recommended in Layer 3 fabric?
It is recommended to have minimal of 3 APIC controllers in ACI Fabric.
Ques 6. In ACI mode deployment (Layer2/Layer3 fabric), how many Spine and Leaf Switches can be deployed?
Maximum number of Spine supported in –

· L2 Fabric – Total 24 (max 6 per pod)
· Large L3 Fabric – Total 24 (max 6 per pod)

Maximum number of leafs supported in –
· L2 Fabric – 80

· Large L3 Fabric – 200

Ques 7. What benefits can be reaped out of Nexus ACI compared to tradition network solution?
Below are the key benefits that can be achieved from ACI fabric –
· It provides a strong network fabric and includes real-time application health statistics.

· ACI is agnostic to both physical and virtual environments.
· ACI’s template-based provisioning and automation improves network agility, real-time monitoring of physical and virtual environment and hence faster troubleshooting.

· ACI is tailor made for Data Centers requiring multi-tenancy setup (Virtualized) with easy to configure steps in GUI.
· Competitive pricing (CAPEX and OPEX) for Nexus 9000 switching 

· Can run as a conventional switch NX-OS or in “ACI” mode and also supports Nexus 2000 fabric extenders.

· Enable seamless connectivity between on-premises and remote data centers and geographically dispersed multiple data centers under a single pane of policy orchestration.

· Open APIs allows easy integration with 3rd party devices like firewall and ADCs.
· Single point of provisioning via GUI and/or REST API.
· ACI centralizes policy-based management and enables the automation of repetitive tasks to man-hours and reduce errors.
Ques 8. What is role of APIC controller in ACI fabric?
APIC is the single point of automation and management in both physical and virtual environments, allowing administrators/designers to build fully automated and multi-tenant networks with scalability. The main function of Cisco APIC is to offer policy authority and resolution methods for the Cisco ACI, as well as devices attached to Cisco ACI.
APIC provides –

· A single pane of glass for application-centric network policies.

· Fabric image management and inventory
· Application, tenant, and topology monitoring
· ACI fabric Troubleshooting

Some of additional key features of APIC are –

· Integration of third-party Layer 4-7 services, virtualization, and management.

· An open standards framework, with the support of northbound and southbound application program interfaces (APIs).

· Scalable security for multitenant environments.
Ques 9. Does APIC controller forward data traffic?

Cisco ACI architecture has completely removed APIC Controllers from the data path of traffic. APIC is offloaded from being in path of data forwarding and works as orchestrator of ACI fabric.
Ques 10. What happens when all APIC controller in fabric go down?

If all the APIC controllers go down then we cannot make any changes to the fabric. Though data plane will continue forwarding but since no APIC, there is no way to create new policies or changes.
Ques 11. Can we connect APIC directly with Spine in the ACI fabric as shown in diagram?
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Cisco ACI Architecture design states that APICs should be directly connected to Leaf layer Switches only. APICs should not be connected to SPINE Layer. Hence above diagram is incorrect.
Ques 12. Customer has a new server and wants to bundle the ports from 3 Leaf nodes into 1 VPC (VPC 1) .Can the ACI setup support such bundling of ports across multiple Leafs? 
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No, VPC between Server and Leaf Nodes cannot be extended beyond 2 Leaf Switches. For Server to form VPC, it can uplink to only 2 Leaf Switches. Hence the above shown diagram is not possible.

Ques 13. Once fabric is up, can endpoints (Like Servers etc.) communicate to each other? Why or why not? If not?
By default no end point communication will be allowed by ACI Fabric. Policies need to be explicitly implemented to allow traffic forwarding and for endpoint to communicate to each other.
Ques 14. What is Bridge domain in Cisco ACI?
A Bridge Domain is a layer 2 construct. Within the VRFs are bridge-domains. The bridge-domain is like a container for subnets — it’s used to define a L2 boundary, but not like a VLAN. The primary purpose of this layer is that it allows L2 broadcasts within the container. We will mostly see single bridge-domain per tenant, but could have multiple bridge domains based on requirement. Within the bridge domains we have subnets.
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Ques 15. How is Bridge Domain different from VLAN?
A Bridge Domain can have multiple subnets while a VLAN can only have single subnet. A container of subnets, can be used to define L2 boundary. But it is not a VLAN.
Ques 16. What is End Point Group (EPG)?
An EPG (Endpoint Group) is an object that represents a collection of endpoints with common properties. Endpoints are devices that are connected to the network directly or indirectly. They have an address, a location, attributes (like version or patch level) and can be physical or virtual. Endpoint examples include servers or virtual machines.
Ques 17. Explain the term Tenant?
In Cisco ACI, a Tenant is a unit of isolation from a policy perspective, However it is not a private network. Tenants can represent a customer in a service provider setting, an organization or domain in an enterprise setting, or just a convenient grouping of policies. Cisco ACI tenants can contain multiple private networks (VRF instances).In other words, we may say that Tenant is container for objects.
Within the tenant we will have -

· VRFs

· Bridge Domains

· Subnets

· Endpoint Groups

· Contracts

· Filters
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Ques 18. Define the term Contract?
The relationship between two EPGs is called a “Contract”. Contract is more of extended bidirectional Access list. Contracts are group of subjects which define communications between source and destination EPGs. Subjects are a combination of Filter, Action and Label.
Below diagram illustrates relation between contract, subject, Filter, Action and Label -
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Ques 19. Define the term taboo Contract?

There may be times when the ACI administrator might need to deny traffic that is allowed by another contract. Taboos are a special type of contract that an ACI administrator can use to deny specific traffic that would otherwise be allowed by another contract. Taboos can be used to drop traffic matching a pattern (an EPG, matching a filter etc.). Taboo rules are applied in the hardware before the rules of regular contracts are applied.
Ques 20. Can I have same VRF number in different Tenants?
Yes, we can have same VRF in different tenants. While creating filtering and administrative configurations would be performed separately since both VRF are in separate logical groups.
Ques 21. Can an EPG point towards more than one Bride Domain?
No, Single EPG can point to single BD hence single subnet only. Bridge Domain can have multiple subnets but single subnets cannot have multiple BD.
Rational - This is part of set of rules. If we need to communicate two different server part of single EPG WEB-EPG but has 2 different subnets then we can create one BD.
Ques 22. Define Application network profile?
An Application Network Profile is a logical profile charting on how an application will look, connect, and be treated on the Cisco ACI fabric. In other words, we may call Application Network Profiles as a set of defined contracts between EPGs, basically a parent object to store policy for a set of EPGs

As shown below, Application Network Profile defines the policies between EPG A and EPG B 
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Ques 23. An ACI fabric can have how many types of EPGs?
The ACI fabric can contain the following types of EPGs -
· Application endpoint group (fvAEPg)

· Layer 2 external outside network instance endpoint group (l2extInstP)

· Layer 3 external outside network instance endpoint group (l3extInstP)

· Management endpoint groups for out-of-band (mgmtOoB) or in-band ( mgmtInB) access.
Ques 24. Can we apply policies to individual endpoints?

No, policies can only be applied to EPGs. Policies apply to EPGs, never to individual endpoints.
Ques 25. What is concept of micro segmentation in Cisco ACI?

Microsegmentation is an approach to enhance security parameter inside the perimeter of Data Center. The primary advantage of Micro-segmentation is to reduce the attack surface by minimizing the possibilities for lateral movement in the event of a security breach. Microsegmentation with the Cisco Application Centric Infrastructure (ACI) provides the ability to automatically assign endpoints to logical security zones called endpoint groups (EPGs) based on various network-based or virtual machine (VM)-based attributes.
Below diagram shows how Microsegmentation allows endpoints to communicate on TCP port 443, but TCP port 21 is blocked from communication across endpoints.
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Ques 26. What is need to have more than one Bridge domain in same VRF?
In certain scenarios there may arise need to have inspection/policy control between different bridge domains or Layer 2 groups. This is where a security device may be placed between 2 or more bridge Domains and allow controlled traffic flow.
Ques 27. What are 3 default Tenants in Cisco ACI?
3 Types of Default Tenants in Cisco ACI are - 
· Management - The management tenant provides convenient means to configure access policies for fabric nodes. 
· Common - A special tenant with the purpose of providing "common" services to other tenants in the ACI fabric

· Infra - The Infrastructure tenant that is used for all internal fabric communications, such as tunnels and policy deployment. This includes switch to switch (leaf, spine, Application Virtual Switch (AVS)) and switch to Application Policy Infrastructure Controller (APIC)
Ques 28. Illustrate role of VXLAN in ACI fabric?
VxLAN is overlay technology and is responsible for Extending layer 2 across Layer 3 boundaries. More robust, better ECMP, dropping broadcast and flooding reduction are some of key benefits ACI fabric reaps from VxLAN. Another key benefit of VxLAN is scalability
· While VxLAN extends upto 16 Million in a Data Center environment. VxLAN 16Million VMotion requirements are also addressed by VxLAN efficiently. 
Below diagram shows how VxLAN works when traffic is received (ingress) and traffic is sent out (egress).
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User traffic is encapsulated from the user space into VxLAN and use the VxLAN overlay to provide layer 2 adjacency when need to. So we can emulate the layer 2 connectivity while providing the extensibility of VxLAN for scalability and flexibility.

All traffic within the ACI Fabric is encapsulated with an extended VxLAN header along with its VTEP, VxLAN Tunnel End Point. When traffic is received from a host at the Leaf, frames are translated to VxLAN and transported to the destination on the fabric. ACI fabric gives the ability to completely normalize traffic coming from one Leaf and send to another (it can be on the same Leaf). When the frames exit the destination Leaf, they are re-encapsulated to whatever the destination network is asking for. It can be formatted to untagged frames, 802.1Q truck, VxLAN or NVGRE. The ACI fabric does the encapsulation, de-capsulation and re-encapsulation in line rate. The fabric is not only providing layer 3 routing within the fabric for packets to move around, it is also providing external routing to reach the Internet and Intranet routers.

Ques 29. What is Private Network? How is it related to VRF?
[image: image11.png]TENANT NETWORKING TENANT POLICY

0" ~

(\ PRIVATE NETWORK APPLICATION PROFILE

-~

e

BRIDGE DOMAIN ENDPOINT GROUP

N —

https://ipwithease.com





A Private Network is a layer 3 context (a VRF) that provides IP address space isolation for tenants. Private networks are a child of the Tenant object. All of the endpoints within the private network must have unique IP addresses because it is possible to forward packets directly between these devices if the policy allows it. One or more bridge domains are associated with a private network.
Ques 30. Explain the term L3 out? Why is it required?
Using a Layer 3 Out, ACI can extend its connectivity to the external devices. These external devices may be External Router, firewall etc. Border leaves use OSPF, BGP or static protocols to exchange external prefixes. Below diagram shows L3 Out is configured for ACI fabric to communicate with outside world i.e. Internet.
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Ques 31. Which routing protocol runs for internal communication between ACI Spine and Leaf? 
Within the ACI fabric, Multiprotocol BGP (MP-BGP) is implemented between the leaf and spine switches to propagate external routes within the fabric. 
Ques 32. In ACI Fabric, which node is configured as Route Reflector? Why is there need to configure Route Reflector?
Spine Switches are configured as BGP Route Reflectors in ACI Fabric. In MP-BGP (running between ACI Spine and Leaf Switches) the border leaf switch advertises routes to a spine switch, which is a BGP route reflector. The routes are then propagated to all the leaf switches where the VRFs are instantiated.
Ques 33. Which Cisco 9K models are used as Spine Nodes in ACI Setup?
Below is the list of Cisco Nexus Spine Switches – 

· 9336PQ

· 9364C

· 9504

· 9508

· 9516
Ques 34. Which Cisco 9K models are used as Leaf Nodes in ACI Setup?

Below is the list of Cisco Nexus leaf Switches – 

· 93108TC-EX

· 93108TC-FX

· 93120TX

· 93128TX

· 93180LC-EX

· 93180YC-EX

· 93180YC-FX

· 9332PQ

· 9348GC-FXP

· 9372PX

· 9372PX-E

· 9372TX

· 9372TX-E

· 9396PX

· 9396TX
Ques 35. Can we connect Layer 3 device to SPINE?

Yes, however this is only possible when the device is VXLAN aware.

Ques 36. Can we connect Access Layer switches in downlink to Leaf Node?

Yes, we can configure Network Switches (Catalyst, Nexus or other Vendor Switches) as downlink to ACI Leaf Switches. Though the management of these non-ACI Fabric switches will remain separate and cannot be bundled into ACI Fabric controlled/managed via APIC controllers.
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Ques 37. What is difference between multiport and multisite

Below table enumerates difference between ACI Multipod and ACI multisite -
[image: image14.png]Philosophy

Multiple Pods (Networks) in single
Availability Zone (Fabric)

Multiple ACI Fabrics each managed by their
own APIC Clusters

Introduced in release

ACl 2.0

ACI3.0

Management Domain

Single APIC Cluster to manage

Multiple APIC Clusters with 1 cluster for
each site

Benefits

Fault domainisolation

Higher scalability

Key Prerequisites

IP Network must support Bidirectional PIM
multicast traffic.

Additional hardware— Multisite controller
required

Availability Zone

Single Across Sites

Each site becomes separate availability
Zone

Scalability

Less scalable than ACI Multisite

More scalable than Multipod

https://ipwithease.com





Ques 38. Can the Leaf Uplink ports be used both for Spine Connectivity (Uplink) and end point connectivity (Downlink connections)?

Post below OS versions of APIC controller and 9K Leaf/Spine, Leaf uplinks ports can be used both for SPINE and endpoint connectivity -
· APIC Controller 
-   apic-3.2(1m)
· 9K Nodes

- n9000-13.2(1m)
Ques 39. I have Trunk ports configured in one EPG. Can the access ports also be added in same EPG?

In current ACI OS, access ports can’t be configured along with Trunk ports in same EPG. 

Ques 40. I have non-Cisco device (for e.g. Checkpoint) and want to integrate the checkpoint management with Cisco APIC. Can we integrate this 3rd party management into Cisco ACI via APIC controllers?

Yes, Cisco ACI Fabric has APIs to integrate 3rd party devices managed through APIC Controller.
Ques 41. What are the options available to manage/configure the APIC controllers?
There are two options available –

· Using the Monitor and Keyboard to have KVM console and configure the APIC using CIMC

· Use Any Switch and configure the DHCP on the switch. As DHCP is by default enabled on the APIC CMIC port it will pick the IP from the DHCP when connected to Switch. Then connect the Laptop to Switch having both Laptop and APIC in same Segment. APIC CMIC can be browsed from the PC and then run the KVM console to configure the APIC.
Ques 42. During initial setup, In case console cable to connect via Hypertrm is not available, is there any other option available to access the APIC controller?
Yes, below is the alternate option –
· Use Any Switch and configure the DHCP on the switch. As DHCP is by default enabled on the APIC CMIC port it will pick the IP from the DHCP when connected to Switch. Then connect the Laptop to Switch having both Laptop and APIC in same Segment. APIC CMIC can be browsed from the PC and then run the KVM console to configure the APIC.
Ques 43. What are 2 types of tables found on Leaf Nodes?
These two tables are found on the Leafs -
· LST (Leaf Switching Table) - All hosts attached to the Leaf

· GST (Global Switching Table) - Local cache of fabric endpoints, or all the endpoints that are reachable via Fabric on the N9K in ACI mode
Ques 44. What is the latest version of ACI Fabric in market? How is main difference between these versions?

Latest version of ACI in market is ACI 3.0 which has new feature of ACI Multisite allowing more scalability and separate availability zones.

Ques 45. What is the concept of SHARDS?

The data for APIC configurations is partitioned into logically bounded subsets called shards which are analogous to database shards. A shard is a unit of data management, and the APIC manages shards in the following ways -
· Each shard has three replicas.
· Shards are evenly distributed across the appliances that comprise the APIC cluster.

Ques 46. What is Multi-Pod?

ACI Multi-Pod is part of the “Single APIC Cluster/Single Domain” family of solutions as a single APIC cluster is deployed to manage all the different ACI fabrics that are interconnected. Those separate ACI fabrics are named “Pods” and each of them looks like a regular two-tiers spine-leaf fabrics.ACI Multipod Fabric design was introduced in ACI 2.0 –
Below are the key features of ACI Multpod fabric -

· Managed by single APIC Cluster.

· Single availability zone.
· Single change, policy and management domain.

· Multiple ACI Pods connected by an IP Inter-Pod L3 network with each POD having Leaf and Spine nodes.

· Fault isolation for control plane protocol.
· Tenant data is carried in VXLAN between PODs.
· End to end Policy enforcement.

· Key prerequisite - IP Network must support Bidirectional PIM multicast traffic.
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